Parallel SCSI

	Interface
	Alternative
names
	Specification
document
	Connector
	Width
(bits)
	Clock [3]
	Maximum

	
	
	
	
	
	
	Throughput [4]
	Length
(single ended) [5]
	Length LVD
	Length HVD
	Devices [6]

	SCSI-1
	
	SCSI-1
	IDC50; Centronics C50
	8
	5 MHz
	5 MB/s
	6 m
	NA
	25m
	8

	Fast SCSI
	
	SCSI-2
	IDC50; Centronics C50
	8
	10 MHz
	10 MB/s
	1.5-3 m
	NA
	25m
	8

	Fast-Wide SCSI
	
	SCSI-2;
SCSI-3 SPI
	2 x 50-pin (SCSI-2);
1 x 68-pin (SCSI-3)
	16
	10 MHz
	20 MB/s
	1.5-3 m
	NA
	25m
	16

	Ultra SCSI
	Fast-20
	SCSI-3 SPI
	IDC50
	8
	20 MHz
	20 MB/s
	1.5-3 m
	NA
	25m
	8

	Ultra Wide SCSI
	
	SCSI-3 SPI
	68-pin
	16
	20 MHz
	40 MB/s
	1.5-3 m
	NA
	25m
	16

	Ultra2 SCSI
	Fast-40
	SCSI-3 SPI-2
	50-pin
	8
	40 MHz
	40 MB/s
	NA
	12m
	25m
	8

	Ultra2 Wide SCSI
	
	SCSI-3 SPI-2
	68-pin; 80-pin SCA-2
	16
	40 MHz
	80 MB/s
	NA
	12m
	25m
	16

	Ultra3 SCSI
	Ultra-160
	SCSI-3 SPI-3
	
	16
	40 MHz DDR
	160 MB/s
	25m
	12m
	NA
	16

	Ultra-320 SCSI
	
	
	
	16
	80 MHz DDR
	320 MB/s
	NA
	12m
	NA
	16

	Ultra-640 SCSI
	
	
	
	16
	160 MHz DDR
	640 MB/s
	 ??
	
	
	16


Fiber, serial and iSCSI

	Interface
	Alternative
names
	Specification
document
	Connector
	Width
(bits)
	Clock [7]
	Maximum

	
	
	
	
	
	
	Throughput [8]
	Length [9]
	Devices [10]
	
	

	SSA
	
	
	
	1
	200 MHz
	40 MB/s [11] [12]
	25 m
	96
	
	

	SSA 40
	
	
	
	1
	400 MHz
	80 MB/s [11] [12]
	25 m
	96
	
	

	FC-AL 1Gb
	
	
	
	1
	1 GHz
	100 MB/s [13] [12]
	500m/3km [14]
	127
	
	

	FC-AL 2Gb
	
	
	
	1
	2 GHz
	200 MB/s [13] [12]
	500m/3km [14]
	127
	
	

	FC-AL 4Gb
	
	
	
	1
	4 GHz
	400 MB/s [13] [12]
	500m/3km [14]
	127
	
	

	SAS
	
	
	
	1
	3 GHz
	300 MB/s [13] [12]
	6 m
	16,256 [15]
	
	

	iSCSI
	
	
	
	Implementation/network dependant
	
	

	
	
	
	
	
	
	


RAID 0+1 : High Data Transfer Performance
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	RAID Level 0+1 requires a minimum of 4 drives to implement
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Advantages
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Disadvantages

	- RAID 0+1 is implemented as a mirrored array whose segments are RAID 0 arrays
- RAID 0+1 has the same fault tolerance as RAID level 5
- RAID 0+1 has the same overhead for fault-tolerance as mirroring alone
- Excellent solution for sites that need high performance but are not concerned with achieving maximum reliability
	- RAID 0+1 is NOT to be confused with RAID 10. A single drive failure will cause the whole array to become, in essence, a RAID Level 0 array
- Very expensive / High overhead
 Very limited scalability at a very high inherent cost
- All drives must move in parallel to proper track lowering sustained performance


RAID 10 : Very High Reliability combined with High Performance
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	RAID Level 10 requires a minimum of 4 drives to implement
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Advantages
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Disadvantages

	- RAID 10 is implemented as a striped array whose segments are RAID 1 arrays
- RAID 10 has the same fault tolerance as RAID level 1
- RAID 10 has the same overhead for fault-tolerance as mirroring alone
- Excellent solution for sites that would have otherwise gone with RAID 1 but need some additional performance boost
	- Very expensive / High overhead
- All drives must move in parallel to proper track lowering sustained performance
- Very limited scalability at a very high inherent cost


http://www.aaa-datarecovery.com/raid_tutorial.htm

